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Scientific inputs to 
systems biology

• Physics: population dynamics (Monte 
carlo), free energy (protein folding)...

• Chemistry (obviously)

• Computer Science (essentially algorithmics)

• Can «semantics» (us) bring anything to 
them?

jeudi 9 janvier 14



Them?

jeudi 9 janvier 14



Them?

Total Publication volume?

jeudi 9 janvier 14



Them?

0

375000

750000

1125000

1500000

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Publication rate

Pubmed dblp (conferences)

~100,000

jeudi 9 janvier 14



Them?

0

375000

750000

1125000

1500000

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Publication rate

Pubmed dblp (conferences)

~100,000

How many papers 
should you read if

you are a specialist of
subject X?

jeudi 9 janvier 14



Them?

0

1500

3000

4500

6000

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Single theme

p53 (pubmed) EGF (pubmed) rewriting (dblp)

~70

~1100

~5000

0

375000

750000

1125000

1500000

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Publication rate

Pubmed dblp (conferences)

~100,000

jeudi 9 janvier 14



Them?

0

1500

3000

4500

6000

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Single theme

p53 (pubmed) EGF (pubmed) rewriting (dblp)

~70

~1100

~5000

0

375000

750000

1125000

1500000

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Publication rate

Pubmed dblp (conferences)

~100,000

Budget? (USA)

jeudi 9 janvier 14



Them?

Budget 2012 of NIH : 31 billion $ (~ total budget of France research!)
Budget 2012 of NIST : 750 million $ 
(source: nih.giv and nist.gov)
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a b s t r a c t

Retinoic acid (RA) plays a role in cancer therapy. However, its long-term treatment is hindered by the
acquired resistance which is not fully understood. Our previous study indicated that the transcriptional
activity of RA receptor (RAR) is enhanced by association of MED25 with CREB-binding protein (CBP)
through the PTOV domain, which is also present in prostate tumor over-expressed protein 1 (PTOV1).
Here, we show that MED25 and PTOV1 reciprocally regulate RAR transcriptional activity through compet-
itive bindings to CBP and opposite regulation of CBP recruitment to the RA-responsive gene promoter.
Finally, we demonstrate that MED25 and PTOV1 differentially modulate RA sensitivity in cancer cells
depending on their expression levels, suggesting a potential molecular mechanism underlying RA resis-
tance which frequently emerges during cancer treatments.

! 2010 Elsevier Inc. All rights reserved.

1. Introduction

Vitamin A and its active derivatives, referred to as retinoids,
regulate several important cellular processes, such as cellular dif-
ferentiation and organ development [1,2]. In addition, retinoids
have been implicated in cancer prevention and therapy owing to
their functions in cell growth, proliferation, and apoptosis [3,4].
Although various retinoid derivatives have been developed, intrin-
sic or acquired resistance to these agents during cancer therapy
limits their broad clinical application [5,6]. Overcoming RA resis-
tance requires the synthesis of novel retinoids, the identification
of resistance and signaling mechanisms, and the use of combina-
tion therapies with other drugs. We have focused on identifying
a new resistance mechanism that is based on differential regula-
tion of the RA receptor (RAR).

In the presence of RA, RAR binds to its response element (RARE)
and acts as a transcription factor to control gene expression
through associations with various coregulators [7,8]. Among the
coregulators, MED25 was known to stimulate RAR activity by
forming the MED25–CBP–RAR complex through its distinct do-
mains [9]. MED25 was originally identified by differential display
screening as one of two prostate tumor over-expressed genes

(PTOV) [10]. Structurally, PTOV1 harbors two tandemly repeated
PTOV homology blocks, whereas PTOV2, which corresponds to
MED25, possesses a single PTOV domain required for CBP binding
[9]. PTOV1 is over-expressed during the early and late stages of
prostate cancer and is scarcely detectable in normal prostate tis-
sues. In contrast, MED25 is expressed at higher levels in primary
prostate cells than in metastatic prostate cancer cell lines [11]. Re-
cently, PTOV1 has been implicated in tumor growth by increasing
cell proliferation [12–14].

Based on the observations of different expression levels of
MED25 and PTOV1 in prostate cancer and their structural similar-
ities, we investigated the roles of these proteins in RAR regulation.
In the present study, we demonstrate that MED25 and PTOV1
compete for CBP binding through the conserved PTOV domain. In
addition, these proteins regulate, in opposing fashions, the
transcriptional activity of RAR by modulating CBP occupancy of
chromatin. These two regulatory paths exert different effects on
RA cytotoxicity in RA-resistant cell lines. Overall, our findings sug-
gest novel approaches to overcoming RA resistance in cancer
therapy.

2. Materials and methods

2.1. Cell lines and cell culture

H1299 cells were grown in RPMI 1640 medium that was sup-
plemented with 5% heat-inactivated fetal bovine serum (FBS) and
an antibiotic–antimycotic mixture (all from Invitrogen, Carlsbad,
CA) in a 5% CO2 atmosphere at 37 "C. Before use with cells that
were to be treated with RA, the FBS was pretreated with charcoal.

0006-291X/$ - see front matter ! 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.bbrc.2010.11.100
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domains (Fig. 1A). MED25 also contains the VWA domain, which is
required for mediator binding, and the NR box, which is required
for RAR binding. In line with our previous study [13], yeast two-hy-
brid assays showed that the PTOV domain (amino acid [aa] resi-
dues 395–545) of MED25 interacted with the N-terminal region
(aa 1–460) of CBP, which is a co-activator with histone acetyltrans-
ferase (HAT) activity (Fig. 1B). In similar fashion, the region of
PTOV1 that contains the second PTOV domain (aa 253–416) was
found to be responsible for CBP binding. To confirm the CBP inter-
actions with MED25 and PTOV1 in vivo and in vitro, we performed
immunoprecipitation (IP) and GST pull-down assays, respectively.
For the IP assay, H1299 cells were co-transfected with HA-tagged
CBP and Flag-tagged MED25 or Flag-tagged PTOV1. IP with an
anti-HA antibody and subsequent Western blotting (WB) with an
anti-Flag antibody demonstrated that both MED25 and PTOV1
interacted with CBP (Fig. 1C). The in vivo interaction was further
verified by IP using an anti-CBP antibody and WB with an anti-
PTOV1 or anti-MED25 antibody (Fig. 1D). GST pull-down assays
were performed using purified GST-fused CBP (aa 1–460), His-
tagged MED25, and His-tagged PTOV1. Binding reactions were
monitored by WB with an anti-His-tag antibody. The direct inter-
action between CBP and PTOV1 decreased gradually as the level

of MED25 was increased (Fig. 1E, left). The reciprocal experiment
confirmed a direct interaction between CBP and MED25, and com-
petition for CBP binding by PTOV1 and MED25 (Fig. 1E, right). Over-
all, our data suggest that both MED25 and PTOV1 interact with CBP
through the common PTOV domain, and therefore compete for CBP
binding.

3.2. Reciprocal effects of MED25 and PTOV1 on the transcriptional
activity of RAR

To examine the interplay between CBP, MED25, and PTOV1
with respect to transcription, we performed luciferase reporter as-
says. Following transfection of the Gal4 DBD-responsive reporter
into H1299 cells, Gal4 DBD-fused MED25 showed autonomous
transcriptional activity, which was enhanced by CBP (Fig. 2A).
The CBP-mediated increase in MED25 activity was significantly im-
paired by PTOV1 (Fig. 2B). Either CPB or PTOV1 alone had no effect
on the transcriptional activity of Gal4 DBD (data not shown). In
transfection experiments using the RARE-luciferase reporter,
MED25 increased RA-induced RAR activity, and this was dimin-
ished by PTOV1 (Fig. 2C). Taken together, these results suggest that
PTOV1 suppresses MED25-enhanced RAR activity, probably by

Fig. 1. CBP interacts with MED25 and PTOV1. (A) Structural features of MED25 and PTOV1. VWA, von Willebrand factor type A domain; SD, synapsin 1 domain; PTOV, a
conserved domain found in prostate tumor over-expressed protein 1; ACID, VP16 activator-interacting domain; NR box, nuclear receptor binding motif. (B) Identification of
the PTOV domain responsible for the CBP interaction in yeast. Yeast two-hybrid assays were performed using LexA-fused CBP (aa 1–460) and VP16 AD-fused MED25 or
PTOV1. Interactions were evaluated using b-gal assays. The fold-activity is relative to the value for the VP16 AD empty control, and the results are shown as means ± S.D. of
three independent experiments. (C) CBP interactions with MED25 and PTOV1 in vivo. H1299 cells were transfected with HA-CBP and the Flag-MED25 (left) or Flag-PTOV1
(right) expression vector, and cell lysates were prepared. The cell lysates were subjected to immunoprecipitation (IP) using an anti-HA antibody, and the precipitated proteins
were analyzed by Western blotting (WB) using an anti-Flag antibody. (D) Endogenous interaction between CBP and MED25 or PTOV1. H1299 cell lysates were
immunoprecipitated with pre-immune serum (IgG) or anti-CBP antibody. The bound proteins were identified by WB with an anti-MED25 or anti-PTOV1 antibody. (E)
Competition between MED25 and PTOV1 for CBP binding. Purified His-PTOV1 (left, 0.2 lg) or His-MED25 (right, 0.2 lg) was incubated with 0.2 lg GST or GST-CBP (aa 1–460)
and then reacted with increasing amounts of purified His-MED25 or His-PTOV1 (0.2, 0.5, and 1.0 lg), respectively. The bound proteins were visualized by SDS–PAGE and
subsequent WB with the anti-His-tag antibody.
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What we would like

• Translate facts (in English) into formal rules

• Use machines to connect related facts 
(negative knowledge, redundancy...)

• Build models from rules and simulate them 
(stochastic simulation, ODEs generation)

jeudi 9 janvier 14



What we can do...

 Abstract interpretation

 Graph rewriting

 Stochasticity/CTMC Rule-based modelling of cellular signalling

Vincent Danos1,3,4, Jérôme Feret2, Walter Fontana3, Russell Harmer3,4, and
Jean Krivine5

1 Plectix Biosystems
2 École Normale Supérieure
3 Harvard Medical School

4 CNRS, Université Denis Diderot
5 École Polytechnique

Abstract. Modelling is becoming a necessity in studying biological sig-
nalling pathways, because the combinatorial complexity of such systems
rapidly overwhelms intuitive and qualitative forms of reasoning. Yet, this
same combinatorial explosion makes the traditional modelling paradigm
based on systems of di�erential equations impractical. In contrast, agent-
based or concurrent languages, such as � [1–3] or the closely related
BioNetGen language [4–10], describe biological interactions in terms of
rules, thereby avoiding the combinatorial explosion besetting di�erential
equations. Rules are expressed in an intuitive graphical form that trans-
parently represents biological knowledge. In this way, rules become a nat-
ural unit of model building, modification, and discussion. We illustrate
this with a sizeable example obtained from refactoring two models of EGF
receptor signalling that are based on di�erential equations [11, 12]. An
exciting aspect of the agent-based approach is that it naturally lends it-
self to the identification and analysis of the causal structures that deeply
shape the dynamical, and perhaps even evolutionary, characteristics of
complex distributed biological systems. In particular, one can adapt the
notions of causality and conflict, familiar from concurrency theory, to
�, our representation language of choice. Using the EGF receptor model
as an example, we show how causality enables the formalization of the
colloquial concept of pathway and, perhaps more surprisingly, how con-
flict can be used to dissect the signalling dynamics to obtain a qualitative
handle on the range of system behaviours. By taming the combinatorial
explosion, and exposing the causal structures and key kinetic junctures
in a model, agent- and rule-based representations hold promise for mak-
ing modelling more powerful, more perspicuous, and of appeal to a wider
audience.

1 Background

A large majority of models aimed at investigating the behavior of biological path-
ways are cast in terms of systems of di�erential equations [11–16]. The choice
seems natural. The theory of dynamical systems o�ers an extensive repertoire of
mathematical techniques for reasoning about such networks. It provides, at least
in the limit of long times, a well-understood ontology of behaviors, like steady

Scalable simulation of cellular signaling networks

Vincent Danos1,4⇥, Jérôme Feret3, Walter Fontana1,2, and Jean Krivine5

1 Plectix Biosystems
2 CNRS, Université Denis Diderot

3 Harvard Medical School
4 École Normale Supérieure

5 École Polytechnique

Abstract. Given the combinatorial nature of cellular signalling path-
ways, where biological agents can bind and modify each other in a large
number of ways, concurrent or agent-based languages seem particularly
suitable for their representation and simulation [1–4]. Graphical mod-
elling languages such as � [5–8], or the closely related BNG language [9–
14], seem to a�ord particular ease of expression. It is unclear however
how such models can be implemented.6 Even a simple model of the EGF
receptor signalling network can generate more than ⇤⇥�⇥ non-isomorphic
species [5], and therefore no approach to simulation based on enumerating
species (beforehand, or even on-the-fly) can handle such models without
sampling down the number of potential generated species.
We present in this paper a radically di�erent method which does not at-
tempt to count species. The proposed algorothm uses a representation of
the system together with a super-approximation of its ‘event horizon’ (all
events that may happen next), and a specific correction scheme to obtain
exact timings. Being completely local and not based on any kind of enu-
meration, this algorithm has a per event time cost which is independent
of (i) the size of the set of generable species (which can even be infinite),
and (ii) independent of the size of the system (ie, the number of agent
instances). We show how to refine this algorithm, using concepts derived
from the classical notion of causality, so that in addition to the above one
also has that the even cost is depending (iii) only logarithmically on the
size of the model (ie, the number of rules). Such complexity properties
reflect in our implementation which, on a current computer, generates
about ⇤⇥⌅ events per minute in the case of the simple EGF receptor model
mentioned above, using a system with ⇤⇥⇤ agents.

1 Introduction

An important thread of work in systems biology concerns the modelling of the
intra-cellular signalling networks triggered by extra-cellular stimuli (such as hor-
mones and growth factors). Such networks determine growth, di�erentiation, and
⇧ This research was partly supported by the NIH/NIGMS grant R43GM81319-01.
6 Eg, from Ref. [15, p. 4]: “programs implementing these methods include StochSim,

BioNetGen, and Moleculizer. However, at the present time only a part of the entire
EGFR network can be analyzed using these programs”.

Intrinsic Information Carriers
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Many proteins are composed of structural and chemical features—“sites” for short—defined by definite inter-
action capabilities, such as non-covalent binding or covalent modification of other proteins. This modularity
allows for varying degrees of independence, as the behavior of a site might be controlled by the state of some
but not all sites of the ambient protein. Independence quickly generates a startling combinatorial complexity
that characterizes most biological networks, such as mammalian signaling systems, and effectively prevents
their study in terms of kinetic equations—unless the complexity is radically trimmed. Yet, if combinatorial
complexity is key to the system’s behavior, eliminating it will prevent, not facilitate, understanding. A more
adequate representation of a combinatorial system is afforded by a graph-based framework of rewrite rules
where each rule specifies only the information that an interaction mechanism depends on. Unlike reactions,
rules deal with patterns, i.e. sets of molecular species, rather than molecular species themselves. Although
the stochastic dynamics induced by a set of rules on a mixture of molecules can be simulated, we aim at
capturing the system’s average or deterministic behavior. However, expansion of the rules into differential
equations at the level of molecular species is not only impractical, but conceptually indefensible. If rules
describe patterns of interaction, fully-defined molecular species are unlikely to constitute appropriate units
of dynamics. Rather, we must seek aggregated variables reflective of the causal structure laid down by the
mechanisms expressed by the rules. We call these variables “fragments” and the process of identifying them
“fragmentation”. Ideally, fragments are aspects of the system’s microscopic population that the set of rules
can actually distinguish on average; in practice, it may only be feasible to identify an approximation to this.
Most importantly, fragments are self-consistent descriptors of system dynamics in that their time evolution is
governed by a closed system of kinetic equations. Taken together, fragments are endogenous distinctions that
matter for the dynamics of a system, and this warrants viewing them as the carriers of information. Although
fragments can be thought of as multi-sets of molecular species (an extensional view), their self-consistency
suggests treating them as autonomous aspects cut off from their microscopic anchors (an intensional view).
Fragmentation is a seeded process and plays out depending on the seed provided, which leaves open the
possibility that different inputs cause distinct fragmentations, in effect altering the set of information carriers
that govern the behavior of a system, even though nothing has changed in its microscopic constitution. We
provide a mathematical specification of fragments, but not an algorithmic implementation. We have done
so elsewhere in rather technical terms with specific biases that, although effective, were lacking an embed-
ding into a more general conceptual framework. Our main objective in this contribution is to provide that
framework.

Central to the rise of modern chemistry was the
definition of a formal language for expressing the
modular architecture of organic molecules and
their general rules of reaction with regard to con-
stituent atoms and functional groups. At a higher
level, a similar modularity characterizes many of
the proteins that constitute the molecular net-
works giving rise to cellular behavior. These pro-
teins can be viewed as being composed of “sites”
that abstractly represent definite capabilities of
interaction, such as binding or modifying other
proteins. Sites, or combinations of sites, that
interact independently of one another combine
into vast numbers of interaction possibilities at
the system level. One consequence is that these
possibilities can no longer be tracked by standard
chemical kinetics, because the latter requires an
explicit list of the former. However, such systems
can be compactly described in a rule-based for-

mat that keeps these vast possibilities implicit by
only mentioning those aspects of molecules that
mechanisms are known (or hypothesized) to care
about. We show here that such a system of rules
permits a corresponding deterministic dynamical
system that is cast in terms of coarse-grained
variables entirely determined by static analysis
of the rules. These new variables, called “frag-
ments”, are the effective information carriers of
the system in that they are the observables “from
within”—those features that the system of rules
can collectively distinguish on average.

Internal coarse-graining of molecular systems
Jérôme Feret ∗, Vincent Danos †, Jean Krivine ∗ , Russ Harmer ‡, and Walter Fontana ∗

∗Harvard Medical School, Boston, USA,†University of Edinburgh, Edinburgh, United Kingdom, and ‡CNRS & Paris Diderot, Paris, France

Submitted to Proceedings of the National Academy of Sciences of the United States of America

Modelers of molecular signaling networks must cope with the
combinatorial explosion of protein states generated by post-
translational modifications and complex formation. Rule-based
models provide a powerful alternative to approaches that require
explicit enumeration of all possiblemolecular species of a system.
Such models consist of formal rules stipulating the (partial) con-
texts wherein specific protein-protein interactions occur. These
contexts specify molecular patterns that are usually less detailed
than molecular species. Yet, the execution of rule-based dynam-
ics requires stochastic simulation, which can be very costly. It
thus appears desirable to convert a rule-based model into a re-
duced system of differential equations by exploiting the granular-
ity at which rules specify interactions. We present a formal (and
automated) method for constructing a coarse-grained and self-
consistent dynamical system aimed at molecular patterns that are
distinguishable by the dynamics of the original system as posited
by the rules. The method is formally sound and never requires the
execution of the rule-based model. The coarse-grained variables
do not depend on the values of the rate constants appearing in the
rules, and typically form a system of greatly reduced dimension
that can be amenable to numerical integration and further model
reduction techniques.

coarse-graining | rule-based models | molecular systems biology

Molecular biology is spectacularly successful in disassembling
cellular systems and anchoring cell-biological behaviors of

staggering complexity in chemistry. This raises the challenge of re-
constituting molecular systems formally, in pursuit of principles that
would make their behavior more intelligible and their control more
deliberate. This pursuit is as much driven by the practical need to
cure disease as it reflects a desire for a theoretical perspective needed
to understand the complexity of cellular phenotypes.

Two broad problems stand out on the theoretical frontier. First,
we must be able to represent and analyze molecular interaction sys-
tems of combinatorial complexity. While ubiquitous, such systems
are perhaps most notorious in the context of cellular signaling. The
post-translational modification of proteins and their non-covalent as-
sociation into transient complexes generate an astronomic number of
possible molecular species that can relay signals [1]. The question
then becomes how to reason about system dynamics if we cannot
possibly consider a differential equation for each chemical species
that can appear in a system.

Second, understanding systems requires resisting the temptation
of adopting the view of an outside observer. Such a view is indeed
appropriate for the chemical analysis of a network. When dissecting
its structure, however, the experimenter interacts with that network
to create measurable distinctions. Yet, the network, as a dynamical
system, may not be capable of these same distinctions. For example,
an experimental technique might differentiate between SOS recruited
to the membrane via GRB2 bound to SHC bound to the EGF recep-
tor and SOS recruited via GRB2 bound to the EGF receptor directly.
However, from the perspective of the EGF signaling system such a
difference might not be observable for lack of an endogenous inter-
action through which such a distinction could become consequential.
The endogenous units of the dynamics may differ from the exogenous
units of the analysis.

In an attempt at mitigating the first problem, analytical model re-
duction techniques eliminate variables on the basis of algebraic con-
straints such as conservation equations and quasi-steady state condi-
tions obtained mainly by exploiting separations of time and/or con-

centration scales (for example [2, 3]). Numerical model reduction
consists in integrating the kinetic rate equations of the full network,
and subsequently building a reduced model based on species that
were observed to be significantly populated [4]. Yet, all these tech-
niques hinge on an explicit representation of the full network, which
severely curtails their applicability to larger systems.

The past few years have seen the emergence of several ap-
proaches [5, 6, 7, 8] that represent signaling systems in terms of rules
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Fig. 1. Rules and reactions in Kappa. A: A rule captures a high-level mech-

anistic statement (empirical or hypothetical) about a protein-protein interaction

in terms of a rewrite directive plus rate constant(s). The left hand side (lhs) of

the rule is a pattern of partially specified agents, and represents the contextual

information necessary for identifying reaction instances that proceed according

to the rule. The right hand side (rhs) expresses the actions that may occur when

the conditions specified on the lhs are met in a reaction mixture of Kappa agents.

A maximal connected subgraph on the lhs of a rule is called a rule component.

B: The rule in A matches a combination of agents in two distinct ways giving

rise to two possible reactions with different outcomes. Note that because of their

local nature, Kappa-rules with more than one lhs component may apply in both

a unimolecular and bimolecular situation. This is why such rules are given two

rate constants, a first-order (k1) and a second-order (k2) constant. In a textual

representation, agents are names followed by an interface of sites delimited by

parentheses. Bonds are labelled by superscripts and internal states at a site

by subscripts. In the graphical rendition, internal states are indicated as labeled

barbs. See SI and text for more details.
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Abstract
In this paper, we introduce a novel way of constructing concise causal histories (pathways) to
represent how specified structures are formed during simulation of systems represented by rule-
based models. This is founded on a new, clean, graph-based semantics introduced in the first
part of this paper for Kappa, a rule-based modelling language that has emerged as a natural
description of protein-protein interactions in molecular biology [1]. The semantics is capable
of capturing the whole of Kappa, including subtle side-e�ects on deletion of structure, and its
structured presentation provides the basis for the translation of techniques to other models. In
particular, we give a notion of trajectory compression, which restricts a trace culminating in
the production of a given structure to the actions necessary for the structure to occur. This is
central to the reconstruction of biochemical pathways due to the failure of traditional techniques
to provide adequately concise causal histories, and we expect it to be applicable in a range of
other modelling situations.
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1 Introduction

Kappa [8] has emerged as a powerful tool in modelling biochemical systems, supporting
sophisticated and e�cient simulation [5] and static analysis [6] techniques. It is centered
around rules that describe how links between sites on entities called agents are modified
when local conditions on the link structure (or, more generally, the state of sites) are satisfied.
In biological applications, agents typically represent proteins and links correspond to non-
covalent associations between domains (sites) of proteins; rules then are intended to capture
empirically su�cient conditions for modifications in the binding (or other) state of protein
molecules. The use of rule-based approaches has the potential to make a profound impact
in these fields [1], making it possible to analyze systems that would be intractable using
traditional systems of ordinary di�erential equations.

Kappa has an intuitive graphical interpretation. In this paper, we formalise the structures
involved and characterize the rewriting operation using a single-pushout (SPO) technique
[13]. The aim is to develop a natural, stable foundation for Kappa, and the use of morphisms
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A language factory...

• C0: forming molecules untyped basic reactions

• C1: naming molecules names as a refinements

• C2: placing molecules compartments

• C3: moving molecules the diffusion problem
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Terms

– C1: is an intermediate version of the term language that allows modelers
to type reactions introduced in the earlier stage.
– C2: is the main expressiveness increment of our language, it introduces
compartments and the notion of projectivity of membrane reactions, i.e
the possibility to mention patches of membrane, without having to deal
with their global curvature. We propose a matching algorithm that is
proven both sound and complete. At this stage, generators allow modelers
to create and destroy compartments in a projective fashion.
– C3: the final step of the construction deals with the di�usion problem.
In particular we incorporate means to talk about connected components
of reactants, which is a key feature for a new set of generators modeling
di�usion of molecular species and intra-molecular complex formation.
The language we build is closely related to Milner’s bigraphical reactive
systems [17] however this connection will be left informal throughout the
paper. The reader might refer to Ref [18] for some preliminary work on
the subject.

2 C0: forming molecules

Proteins are long polymers built on an alphabet of 20 amino acids. Each
protein’s interaction capabilities are mediated by its 3D folding in space
which in turn depends on its amino acid composition. Protein’s interac-
tions are either structural when they form non-covalent bonds to other
molecular agents (DNA, RNA, other proteins) or enzymatic when they
can catalyze the chemical modification of the substrate to which they are
bound. In the first case one usually talks about complex formation, in
the latter one talks about post-transcriptional modification. It has been
observed that the amino acid sequence of most proteins appearing in liv-
ing organisms can be regrouped in domains which are strings of amino
acids that have a specific fold in space that is rather context free. Biol-
ogists tend to associate “functions” to domains, for instance zinc finger
domains are often linked to the specific DNA binding capability of their
host protein.
The first step of our construction, termed C0, is aimed at representing
domains as a collection of interaction sites, proteins as a collection of
domains and interactions as protein assembly and complex formation.

2.1 Terms

Consider an infinite set of site names S = {x, y, z, . . . } and a disjoint
infinite set of backbone names B = {a, b, c, . . . }. Let D be a terminal
symbol, distinct from all others, that we use to denote domains. Terms
T of C0 are built on the following grammar:

D, D� ::= Da(x1, . . . , xk) for a � B, xi � S

T, S ::= D | 0 | (T, S) | T\v for v � S ⇧ B

2
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2

Intuitively a k-ary domain Da(x1, . . . , xk) is the placeholder of k (interac-
tion) sites and one backbone. Each site i is equipped with a name xi ⇤ S
and each domain with a backbone name a ⇤ B. Backbone name sharing
denotes domains that belong to the same protein, site name sharing de-
note complex formation. We inductively define free occurrences of names
as:

fn (Da(x1, . . . , xk)) =
S

i xi � {a}
fn(0) = ⇧

fn(T, S) = fn(T ) � fn(S)
fn(T\v) = fn(T )� {v}

Terms are equipped with a natural notion of structural congruence de-
fined as:

(S, T ) ⇥ (T, S)
(T, S), T � ⇥ T, (S, T �)
T, 0 ⇥ T
T\u ⇥ T u ⌅⇤ fn(T )
(T\u)\v ⇥ (T\v)\u
T\u ⇥ (T {v/u})\v v ⌅⇤ fn(T )
T\u, S ⇥ (T, S)\u u ⌅⇤ fn(S)

Structural congruence relation rules include a natural �-equivalence on
bound names. In the following we assume that names that are not under
the same binder are kept distinct.

2.2 Graphical notation

T =
�
Da(x, y),Db(x, z)

⇥
\y

D D

S = (Da(x),Da(x)) \x

D D

U = (Da(x, x),Da(z),Da()) \a\x

11
2 2 1 1x

aa b

z

D DD1 1

2
z

Intuitively, the term to port graph correspondence is the following: do-
mains are nodes, sites and backbones are ports and name sharing de-
notes (hyper) edges. Bound names denote closed ports and we use the
term closed edges to denote a bound name that is shared. Similarly, free
names denote opened ports and form opened edges when they are shared.
Opened ports or edges can be merged or closed in the context (see later).
With these conventions, one may view any term (up to structural con-
gruence) as the isomorphism class of a port graph (with hyper-edges),
in the style of bigraphs [17], where nodes (domains) are equipped with
connection ports (sites and backbones). As an example we give above
the port graph representation of terms T, S and U . The reader famil-
iar with bigraphs will notice that we drift slightly away form Milner’s
notation: site ports are represented by small circles that are filled when
they are closed. Backbone ports are represented as small triangles that
are also filled when they are closed. We use curbed lines for site edges
and straight lines for backbone edges. We label opened edges or opened
ports with the corresponding free name (closed edges and ports are not

3

D
1

k

1

1

1
n
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bound names. In the following we assume that names that are not under
the same binder are kept distinct.

2.2 Graphical notation
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Intuitively, the term to port graph correspondence is the following: do-
mains are nodes, sites and backbones are ports and name sharing de-
notes (hyper) edges. Bound names denote closed ports and we use the
term closed edges to denote a bound name that is shared. Similarly, free
names denote opened ports and form opened edges when they are shared.
Opened ports or edges can be merged or closed in the context (see later).
With these conventions, one may view any term (up to structural con-
gruence) as the isomorphism class of a port graph (with hyper-edges),
in the style of bigraphs [17], where nodes (domains) are equipped with
connection ports (sites and backbones). As an example we give above
the port graph representation of terms T, S and U . The reader famil-
iar with bigraphs will notice that we drift slightly away form Milner’s
notation: site ports are represented by small circles that are filled when
they are closed. Backbone ports are represented as small triangles that
are also filled when they are closed. We use curbed lines for site edges
and straight lines for backbone edges. We label opened edges or opened
ports with the corresponding free name (closed edges and ports are not
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labelled). Note that we will omit site numbers whenever they are not
necessary.
Connections between sites correspond to physical contacts between pro-
tein parts. This connection being exclusive we want to restrict to terms
where restrictions bind at most two occurrences of site names. In the
following of this paper we will assume that for any term T , free site
names occur exactly once in T and bound site names have at most two
occurrences. Note that we do not impose such restrictions on backbone
name sharing.

2.3 Pattern matching and dynamics
A match for T in S is defined as a context C[•] with exactly one hole
such that C[T ] ⇥ S. Such contexts are defined inductively as:

C[•] ::= • | C[•]\u | C[•], T | C[•] {u/v} u, v ⇧ B ⌦ S

In order to keep the syntactic burden to a low level, we perform here
a slight abuse of notation and allow for explicit substitutions of names
in contexts, while substitutions are only implicit in terms. These sub-
stitutions are applied immediately once a parameter is given to the
context, using �-conversion whenever necessary. Note that these sub-
stitutions allow one to merge free names of a pattern in the style of
bigraphs, i.e Da(x), Db(y) will have a match in Da(x), Da(x) using con-
text C[•] = • {a/b} {x/y}.
A rule is a pair of terms �T, S� such that fn(S) ⇤ fn(T ). Given a set R
of such pairs, one may rewrite terms by letting these rules be applied in
a context free manner, i.e :

r = �T, S� ⇧ R T � ⇥ C[T ] S� ⇥ C[S]
T � ⌅r S�

2.4 Generators
It is clear that not all rules make sense from a biological point of view:
the fact that backbone names denote the core of a protein and that site
names denote connection between protein domains is purely conventional
and this convention could be easily broken. A way to proceed is to define
some sorting discipline that allows one to screen o� undesired terms
from admissible ones [13], invalid rule applications being discarded “on
the fly”. Instead of doing this, we adopt a strategy of pre-conceiving
what “laws” a modeler is able to invoke when defining her own rule set.
This is achieved by defining, Figure 1, a set of basic rule generators that
a modeler can only refine to her needs. These generators allow one to
perform standard atomic actions of graph rewriting. It is noteworthy that
these generators, including degrade, are side e�ect free. We shall carry
this set of generators throughout the rest of this paper, incorporating
new generators as the language grows.
Say a rule r = �T, S� is generated if and only if it can be obtained by:

- refinement: there exists �T �, S�� ⇧ G0 such that T ⇥ C[T �] and S ⇥
C[S�] for some context C[•].

- composition: one can generate two rules �T, T �� and �T �, S�.
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Fig. 1: Generators for C0.

2.5 Discussion
We have introduced so far a simple calculus that rewrites proteins struc-
tured as connected domains. Proteins can be connected to each others
(as in complex formation), new domains can be fused to proteins (as in
protein synthesis) or severed (as trans-membrane proteins can be cleaved
to emit signal in the inter cellular medium). This calculus is fairly ab-
stract in the sense that two proteins may only di�er in the number of
domains they have and in the number of sites these domains possess. It
is clear that we lack means of naming molecular components such as do-
main names (SH2, Tyrosine, PWWP etc.) or protein names (SOS, EGF,
IGF, p53, etc.). Before performing a bigger increment in expressiveness,
when we introduce compartments in Section 4, we would like to briefly
introduce a way to deal with names as a particular type of context in
which unamed proteins can be embedded. The intent is to provide a way
to define molecular reactions as refinements of the generators we have
just presented, in keeping with the biological intuition that information
about molecular objects is always partial and that more context could
reveal more about the nature of a molecule. In particular we have the on-
tology problem in mind that several names can denote the same protein
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Names as refinements
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Partial information!

Structural congruence coincides with the one defined earlier, with the
addition of the cosmetic law Infom\m ⇥ 0 which enables the garbage
collection of information that do not point anymore to an existing do-
main, which may happen after a degradation rule.

3.2 Graphical notation

This simple extension has a natural impact on the graphical notation, as
we show Figure 2 with an example of amino acid synthesis. Info nodes
are represented by their type (Nucl., G, Ribosome, Prot. Compl., Amino
acid, Glycine) without drawing borders around them. Meta names that
are shared by nodes induce thin straight hyper edges. Opened meta port
are not drawn and closed ones are represented with filled arrowheads (as
in the Amino acid and Glycine nodes on the right hand side).

Ribosome
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D

D

D
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G Nucl.

G
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Ribosome
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D

Amino acid Glycine
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G
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a

b b

G_G -> Gly

Fig. 2: Graphical illustration of the role of info nodes and meta names, with the rule
for the RNA translation of a Glycine amino acid. Node shape is purely illustrative. A
ribosome is bound to a guanine being part of an RNA strand (backbone b) and has
started to assemble a new protein (backbone a). The next nucleotide on the right is of
unspecified type followed by a G nucleotide, this triplet ⌥G, �, G� codes for the Glycine
that is produced on the right.

There are only two specific generators for C1, for all Info ⌅ I:

(Concretize) Da
m(x1, . . . , xk) ⇤ Da

m(x1, . . . , xk), Infom

(Abstract) Da
m(x1, . . . , xk), Infom ⇤ Da

m(x1, . . . , xk)

and again, rules can be generated by refinement and composition of gen-
erators.

3.3 Discussion

With little symbol pushing burden we obtain a fairly expressive language
which, at this stage, is already a reasonable candidate for representing
most synthetic biology type of systems. It is noteworthy that the nature
of an interaction can be expressed here as a form of type instantiation.
One may think of C0 generators as polymorphic reaction types: (�,⇥)
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Terms

connect or � synthesize. They can be instantiated as (A,B) connect or
Amino acid synthesize.
This second step brings us closer to the ⇥-calculus of Danos and Lan-
eve [4], although a reader aware of ⇥ may notice one can represent here
semi edges (i.e a node bound to “something”) in a natural way, using
a domain with no meta information. Let us proceed now with the com-
partmentalization issue.

4 C2: placing molecules

As we already stressed in the previous sections, we have for now ab-
stracted away from space and geometry: molecules are assumed to be
floating in a uniform medium that lets domains react freely with each
others. One could for instance encode discrete compartment as info nodes
attached to each domain and make sure they are compatible when two
domains encounter. Yet, not only this would induce an explosion in the
number of rules to write, but also entail a lot of book keeping rules in
order to make sure that protein domains remain co-localized. We propose
here to exploit our informal yet underlying relationship with bigraphs in
order to add a simple notion of compartmentalization to our language.

4.1 Terms

Let V be an infinite set of parameter names {X,Y, Z, . . . } assumed to be
pairwise disjoint from S, B and M. Let C be a terminal symbol, distinct
form previous ones. Terms P,Q, . . . of C2 are generated by the following
grammar:

T, S ::= · · · | Cm(T ) | X m ⇥M, X ⇥ V (local terms)

P,Q ::= (T � P ) | P\v v ⇥M  S  B (wide terms)

Terms of the form Cm(T ) denote compartments. They are nodes with a
meta name, like domains, but that have neither sites nor backbone. In
the way defined in the previous section, this meta name allows one to
specify a type of compartment: for instance nucleus,membrane ⇥ I (one
may also think of region ⇥ I to denote compartments with no physical
boundaries).
Note also the use parameters as in Cm(X), where X denotes the un-
specified content of compartment Cm. We use V(P ) to denote the set of
parameter names in P . For simplicity we consider here “linear terms”,
i.e terms that do not contain multiple copies of the same parameter
variables. It entails that a rule may delete parameters but not duplicate
them.
Terms of C2 are either local, in which case we use variables T, S to denote
them, or wide in which case we use variables P,Q. Let us stress that
the interpretation of wide composition di�ers from the one of bigraphs:
the term P = (T � S) is a pattern requiring T and S to be separated
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domains encounter. Yet, not only this would induce an explosion in the
number of rules to write, but also entail a lot of book keeping rules in
order to make sure that protein domains remain co-localized. We propose
here to exploit our informal yet underlying relationship with bigraphs in
order to add a simple notion of compartmentalization to our language.

4.1 Terms

Let V be an infinite set of parameter names {X,Y, Z, . . . } assumed to be
pairwise disjoint from S, B and M. Let C be a terminal symbol, distinct
form previous ones. Terms P,Q, . . . of C2 are generated by the following
grammar:

T, S ::= · · · | Cm(T ) | X m ⇥M, X ⇥ V (local terms)

P,Q ::= (T � P ) | P\v v ⇥M  S  B (wide terms)

Terms of the form Cm(T ) denote compartments. They are nodes with a
meta name, like domains, but that have neither sites nor backbone. In
the way defined in the previous section, this meta name allows one to
specify a type of compartment: for instance nucleus,membrane ⇥ I (one
may also think of region ⇥ I to denote compartments with no physical
boundaries).
Note also the use parameters as in Cm(X), where X denotes the un-
specified content of compartment Cm. We use V(P ) to denote the set of
parameter names in P . For simplicity we consider here “linear terms”,
i.e terms that do not contain multiple copies of the same parameter
variables. It entails that a rule may delete parameters but not duplicate
them.
Terms of C2 are either local, in which case we use variables T, S to denote
them, or wide in which case we use variables P,Q. Let us stress that
the interpretation of wide composition di�ers from the one of bigraphs:
the term P = (T � S) is a pattern requiring T and S to be separated
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by exactly one compartment boundary in any context. Hence we will
see that P has a match in both (Cm(T ), S) and (T,Cm(S)). We want
to absorb here the projective view of membrane reactions introduced by
Danos and Pradalier [16] and also present in a later work by Cardelli [14].
The underlying idea is that membrane curvature is a global property
that one may not want to consider when expressing cellular mechanisms.
This trait will turn out to be very useful when defining a minimal set of
generators for C2.

Definition 1 (Local contexts). A context C[•] with exactly one hole
is a local context if it is of the form:

C[•] ::= • | C[•]\u | C[•], T | C[•] {u/v}
The definition of contexts for general wide terms is more subtle and we
will come back to it later. Note that the context Cm(•) is not a local
context. It will however be a derivable wide context.
Structural congruence for C2 extends the one of C1 with the following
laws for wide composition of terms:

Cm(T ) ⌅ Cm(T �) if T ⌅ T �

Cm(T\u) ⌅ Cm(T )\u if u ⌥= m
T\u � P ⌅ (T � P )\u u ⌥⌃ fn(P )
T � P\u ⌅ (T � P )\u u ⌥⌃ fn(T )

We sometimes write P � Q to denote the concatenation P and Q (in the
style of list concatenation). Importantly a pattern of the form T � S � T �

specifies that T and T � are exactly two compartments layers away from
each others, and that S is one compartment layer away from both T
and T �, we will call this distance projective because it doesn’t take into
account the orientation of the compartment borders that will separate
the terms in the context. We shall see that valid matches for a wide term
T1 � · · · � Tn will correspond to those in which the distance between Ti

and Ti+k is exactly k, for all i ⌃ {1, . . . , n� k}.

4.2 Pattern matching
For any wide term P , say that P has width w(P ) = n if P ⌅ T1 � · · · � Tn

for some local terms Ti.

Definition 2 (projective distance). Let P be a wide term and Ti, Tj

two disjoint term occurrences in P . The projective distance of Ti, Tj in
P , written �Ti,Tj (P ) is inductively defined as:

�Ti,Tj (Ti, Tj) = 0
�Ti,Tj (T, S) = �Ti,Tj (T ) if Ti, Tj ⌥⌃ S
�Ti,Tj (T\u) = �Ti,Tj (T )
�Ti,Tj (Cm(T )) = �Ti,Tj (T )
�Ti,Tj (Cm(T ), S) = �Ti,Tj (T, S) + 1 if Ti ⌃ T and Tj ⌃ S
�Ti,Tj (T � P ) = �Ti,Tj (P ) if Ti, Tj ⌃ P
�Ti,Tj (T � P ) = �Ti,Tj (T ) if Ti, Tj ⌃ T
�Ti,Tj (T � S � P ) = �Ti,Tj (T � P ) + 1 if Ti, Tj ⌥⌃ S
�Ti,Tj (T � S) = �Ti,Tj (T, S) + 1 if Ti ⌃ T, Tj ⌃ S
�Ti,Tj (T ) = ⇧ if Ti  tj ⌥⌃ T
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0 ⇥ C(X) � (channelm ⇥ C(channelm, X))\m
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channel channel
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(X, channelm ⇥ 0 ⇥ channelm)\m � (channelm ⇥ 0 ⇥ channelm, X)\m

unsafe-diffuse
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channel channel

Fig. 3: Generators for C2.

across several membranes by di�using only a part of it, violating the de-
sired invariant that only a backbone edge may cross a compartment (in
the case of a receptor). In order to correct for this, we need to restrict dif-
fusion to instances that will preserve biological soundness of terms. The
final step in the design of our language is aimed at solving this question.

5 C3: moving molecules

5.1 Terms

Let specBS be a family of B and S indexed terminal symbols (distinct from
all others) with B � B and S � S. The grammar generating terms of C3

extends the previous one the following way:

T, S ::= . . . (local terms)
G,H ::= T | specBS (T ) | (G,H) (global terms)
P,Q ::= G | (P ⌃ Q) | . . . (wide terms)

where specBS (T ) denotes the fact that term T describes a partial species,
i.e is either a connected component or a pattern that should be placed
in a context that will make it connected. The sets B and S are essentially
for convenience since they can be both retrieved from T as they contain
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Extension relation

(ax.)
|⌅| = V(T )

T ⇧⇧• �C[•],⌅�
P ⇧⇧� �T•,⌅� m fresh �·⇤·⇥ ⌥⇧ �

P ⇧⇧��⇥ �Cm(T•),⌅�
(wrap)

P ⇧⇧�0 �T•,⌅� Q ⇧⇧�1 �S•,⌅
⇤� ⇤0 · ⇤1 ⌥⇧ �

P ⇣ Q ⇧⇧�0�1 �C[T•, S•],⌅;⌅⇤� (comp)

Table 1: The extension relation. Contexts C[•] are local contexts of Definition 1.

Furthermore, a pair r = �P,Q� with w(P ) = w(Q) = n and V(P ) = V(Q)
generates a transition T ⇧r S if the match �Cn[•, . . . , •],⌅� for P in T
is a match for Q in S.
We conclude this section with the expected soundness and completeness
results for our extension relation with respect to projective distance.

Theorem 1 (Soundness). Let �Cn[•, . . . , •],⌅� be a match for a wide
term P in a local term T . For all disjoint local term occurrences S, S⇤ ⌃
P , we have �S,S�(P ) = �S,S�(T ).

Theorem 2 (Completeness). Let P = T1 ⇣ · · · ⇣ Tn be a wide term
and Cn[•, . . . , •] be a generic context with exactly n holes. Let also T ⇤
Cn[T1, . . . , Tn]⌅ for some parameter assignation ⌅. If for all i, j ⌅ n one
has �Ti,Tj (P ) = �Ti,Tj (T ), then P ⇧⇧� �Cn,⌅� is derivable, for some
⇤ ⌃ (⇥\ {�})�.

4.3 Generators

The generators are presented Fig. 3, keeping with the graphical con-
vention introduced earlier. We add here compartments, represented as
nodes with double line boundaries, and variables. Wide terms are sim-
ply represented next to each others. Crucially, the possibility to express
compartment patches independently of their general curvature, allows us
to maintain a minimal set of generators. Rules specifying curvature are
then obtained as refinements of these generators. The wide versions of
the fuse and cleave generators now allow for the representation of trans-
membrane proteins (aka receptors). Note that we do not generalize the
connect and disconnect generators to keep with the fact that protein-
protein interactions are local.
The other generators rely on the intuition, sketched in an earlier work
on bigraphs [12], that dynamic molecular compartments can be mod-
eled using an intermediate step where two compartments are connected
by a “neck”. This neck, visible in generators pinch, merge, touch and
unsafe-di�use, is represented by two connected channel nodes, which are
particular info nodes. In the unsafe-di�use rule, they are used to indicate
that molecules can translocate from one location to another, along the
channel edge. This rule can be applied in order to populate a vesicle after
pinch or touch, and until part or merge is applied.
At this stage our language is equipped with ways to model dynamic com-
partments and di�usion. Yet, consistency of the biological interpretation
of C2 terms relies on a careful usage of the unsafe-di�use rule. Indeed,
nothing prevents modelers from using this generator to stretch a protein
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by exactly one compartment boundary in any context. Hence we will
see that P has a match in both (Cm(T ), S) and (T,Cm(S)). We want
to absorb here the projective view of membrane reactions introduced by
Danos and Pradalier [16] and also present in a later work by Cardelli [14].
The underlying idea is that membrane curvature is a global property
that one may not want to consider when expressing cellular mechanisms.
This trait will turn out to be very useful when defining a minimal set of
generators for C2.

Definition 1 (Local contexts). A context C[•] with exactly one hole
is a local context if it is of the form:

C[•] ::= • | C[•]\u | C[•], T | C[•] {u/v}
The definition of contexts for general wide terms is more subtle and we
will come back to it later. Note that the context Cm(•) is not a local
context. It will however be a derivable wide context.
Structural congruence for C2 extends the one of C1 with the following
laws for wide composition of terms:

Cm(T ) ⌅ Cm(T �) if T ⌅ T �

Cm(T\u) ⌅ Cm(T )\u if u ⌥= m
T\u � P ⌅ (T � P )\u u ⌥⌃ fn(P )
T � P\u ⌅ (T � P )\u u ⌥⌃ fn(T )

We sometimes write P � Q to denote the concatenation P and Q (in the
style of list concatenation). Importantly a pattern of the form T � S � T �

specifies that T and T � are exactly two compartments layers away from
each others, and that S is one compartment layer away from both T
and T �, we will call this distance projective because it doesn’t take into
account the orientation of the compartment borders that will separate
the terms in the context. We shall see that valid matches for a wide term
T1 � · · · � Tn will correspond to those in which the distance between Ti

and Ti+k is exactly k, for all i ⌃ {1, . . . , n� k}.

4.2 Pattern matching
For any wide term P , say that P has width w(P ) = n if P ⌅ T1 � · · · � Tn

for some local terms Ti.

Definition 2 (projective distance). Let P be a wide term and Ti, Tj

two disjoint term occurrences in P . The projective distance of Ti, Tj in
P , written �Ti,Tj (P ) is inductively defined as:

�Ti,Tj (Ti, Tj) = 0
�Ti,Tj (T, S) = �Ti,Tj (T ) if Ti, Tj ⌥⌃ S
�Ti,Tj (T\u) = �Ti,Tj (T )
�Ti,Tj (Cm(T )) = �Ti,Tj (T )
�Ti,Tj (Cm(T ), S) = �Ti,Tj (T, S) + 1 if Ti ⌃ T and Tj ⌃ S
�Ti,Tj (T � P ) = �Ti,Tj (P ) if Ti, Tj ⌃ P
�Ti,Tj (T � P ) = �Ti,Tj (T ) if Ti, Tj ⌃ T
�Ti,Tj (T � S � P ) = �Ti,Tj (T � P ) + 1 if Ti, Tj ⌥⌃ S
�Ti,Tj (T � S) = �Ti,Tj (T, S) + 1 if Ti ⌃ T, Tj ⌃ S
�Ti,Tj (T ) = ⇧ if Ti  tj ⌥⌃ T
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In other terms, the projective distance between Ti and Tj is equal to the
number of wide compositions and compartment layers that separate Ti

from Tj .
Given a wide term P = T1 ✓ · · · ✓ Tn, we need to define contexts
Cn[•, . . . , •] with exactly n holes in which one may embed P while pre-
serving nesting distance. Let generic contexts (with an arbitrary number
of holes) be inductively defined as:

T•, S• ::= • | T | (T•, S•) | T• {u/v} | Cm (T•) | (T•)\u

For any such context T• with exactly k holes, we write T• = Ck[•, . . . , •]
or simply T = Ck. Clearly, not all contexts of k holes will be valid place-
holders for wide terms of width k. Rather than trying to enumerate valid
contexts with n holes we use a procedure that generates valid matches
for terms of arbitrary width. We will then prove that this procedure is
both sound and complete in the sense that it finds only correct matches
for wide terms, and finds them all.

Let projection constraints ⇥ be words on the alphabet �
def
= {�, ⇥, •,↵}.

We use these constraints during the construction of a wide context Cn, as
an abstraction of the context that retains only the positions of compart-
ments borders, symbols � and ⇥, and holes, symbol •. In order to check
that Cn is a valid context, is will su⇥ce to make sure that the projec-
tion constraint is well-formed. For instance, the constraint ⇥ = •�•⇥• is
an abstraction of an invalid context with exactly three holes, that would
place the term T ✓ S ✓ T ⇤ in an environment where T and T ⇤ would be at
(projective) distance 0 instead of 2. Invalid constraints are detected dur-
ing the construction of a wide context (see Table 1), using the following
reduction relation:

Definition 3 (Valid constraints). Let ⇥ � �� be a projection con-
straint. Let · denote the concatenation of words in the alphabet �. Say
that ⇥ is valid if ⇥  ⌥ ↵ with ⌥ ⇧ ��⇥�� the least reflexive, transitive
and compatible relation engendered by:

• · � ·�⌥ ↵ ⇥·⇥ · • ⌥ ↵ ⇥ · �⌥ ↵

• · • ⌥ ↵ • · � · • · ⇥ · • ⌥ ↵ ↵ · ⇥ ⌥ ↵ ⇥ ·↵ ⌥ ↵

Let ⇤,⇤⇤, . . . denote (possibly empty) lists of parameter assignation of
the form [X1 ⌃ T1]; . . . ; [Xn ⌃ Tn] with V(Ti) = ⌦. We use |⇤| to denote
the set of parameter names in ⇤, and P⇤ to denote P in which parameters
have been substituted according to ⇤. The inductive construction of the
extension relation is given Table 1.

Definition 4 (Matches). A wide context Cn[•, . . . , •] with exactly n
holes and a parameter assignation list ⇤ form a match ✏Cn,⇤⇣ for a
wide term P = T1 ✓ · · · ✓ Tn in S if and only if:

P ⌅⌥� ✏Cn,⇤⇣ and Cn[T1, . . . , Tn]⇤ ⌅ S
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Compatibility relation:
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Extension relation

(ax.)
|⌅| = V(T )

T ⇧⇧• �C[•],⌅�
P ⇧⇧� �T•,⌅� m fresh �·⇤·⇥ ⌥⇧ �

P ⇧⇧��⇥ �Cm(T•),⌅�
(wrap)

P ⇧⇧�0 �T•,⌅� Q ⇧⇧�1 �S•,⌅
⇤� ⇤0 · ⇤1 ⌥⇧ �

P ⇣ Q ⇧⇧�0�1 �C[T•, S•],⌅;⌅⇤� (comp)

Table 1: The extension relation. Contexts C[•] are local contexts of Definition 1.

Furthermore, a pair r = �P,Q� with w(P ) = w(Q) = n and V(P ) = V(Q)
generates a transition T ⇧r S if the match �Cn[•, . . . , •],⌅� for P in T
is a match for Q in S.
We conclude this section with the expected soundness and completeness
results for our extension relation with respect to projective distance.

Theorem 1 (Soundness). Let �Cn[•, . . . , •],⌅� be a match for a wide
term P in a local term T . For all disjoint local term occurrences S, S⇤ ⌃
P , we have �S,S�(P ) = �S,S�(T ).

Theorem 2 (Completeness). Let P = T1 ⇣ · · · ⇣ Tn be a wide term
and Cn[•, . . . , •] be a generic context with exactly n holes. Let also T ⇤
Cn[T1, . . . , Tn]⌅ for some parameter assignation ⌅. If for all i, j ⌅ n one
has �Ti,Tj (P ) = �Ti,Tj (T ), then P ⇧⇧� �Cn,⌅� is derivable, for some
⇤ ⌃ (⇥\ {�})�.

4.3 Generators

The generators are presented Fig. 3, keeping with the graphical con-
vention introduced earlier. We add here compartments, represented as
nodes with double line boundaries, and variables. Wide terms are sim-
ply represented next to each others. Crucially, the possibility to express
compartment patches independently of their general curvature, allows us
to maintain a minimal set of generators. Rules specifying curvature are
then obtained as refinements of these generators. The wide versions of
the fuse and cleave generators now allow for the representation of trans-
membrane proteins (aka receptors). Note that we do not generalize the
connect and disconnect generators to keep with the fact that protein-
protein interactions are local.
The other generators rely on the intuition, sketched in an earlier work
on bigraphs [12], that dynamic molecular compartments can be mod-
eled using an intermediate step where two compartments are connected
by a “neck”. This neck, visible in generators pinch, merge, touch and
unsafe-di�use, is represented by two connected channel nodes, which are
particular info nodes. In the unsafe-di�use rule, they are used to indicate
that molecules can translocate from one location to another, along the
channel edge. This rule can be applied in order to populate a vesicle after
pinch or touch, and until part or merge is applied.
At this stage our language is equipped with ways to model dynamic com-
partments and di�usion. Yet, consistency of the biological interpretation
of C2 terms relies on a careful usage of the unsafe-di�use rule. Indeed,
nothing prevents modelers from using this generator to stretch a protein
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by exactly one compartment boundary in any context. Hence we will
see that P has a match in both (Cm(T ), S) and (T,Cm(S)). We want
to absorb here the projective view of membrane reactions introduced by
Danos and Pradalier [16] and also present in a later work by Cardelli [14].
The underlying idea is that membrane curvature is a global property
that one may not want to consider when expressing cellular mechanisms.
This trait will turn out to be very useful when defining a minimal set of
generators for C2.

Definition 1 (Local contexts). A context C[•] with exactly one hole
is a local context if it is of the form:

C[•] ::= • | C[•]\u | C[•], T | C[•] {u/v}
The definition of contexts for general wide terms is more subtle and we
will come back to it later. Note that the context Cm(•) is not a local
context. It will however be a derivable wide context.
Structural congruence for C2 extends the one of C1 with the following
laws for wide composition of terms:

Cm(T ) ⌅ Cm(T �) if T ⌅ T �

Cm(T\u) ⌅ Cm(T )\u if u ⌥= m
T\u � P ⌅ (T � P )\u u ⌥⌃ fn(P )
T � P\u ⌅ (T � P )\u u ⌥⌃ fn(T )

We sometimes write P � Q to denote the concatenation P and Q (in the
style of list concatenation). Importantly a pattern of the form T � S � T �

specifies that T and T � are exactly two compartments layers away from
each others, and that S is one compartment layer away from both T
and T �, we will call this distance projective because it doesn’t take into
account the orientation of the compartment borders that will separate
the terms in the context. We shall see that valid matches for a wide term
T1 � · · · � Tn will correspond to those in which the distance between Ti

and Ti+k is exactly k, for all i ⌃ {1, . . . , n� k}.

4.2 Pattern matching
For any wide term P , say that P has width w(P ) = n if P ⌅ T1 � · · · � Tn

for some local terms Ti.

Definition 2 (projective distance). Let P be a wide term and Ti, Tj

two disjoint term occurrences in P . The projective distance of Ti, Tj in
P , written �Ti,Tj (P ) is inductively defined as:

�Ti,Tj (Ti, Tj) = 0
�Ti,Tj (T, S) = �Ti,Tj (T ) if Ti, Tj ⌥⌃ S
�Ti,Tj (T\u) = �Ti,Tj (T )
�Ti,Tj (Cm(T )) = �Ti,Tj (T )
�Ti,Tj (Cm(T ), S) = �Ti,Tj (T, S) + 1 if Ti ⌃ T and Tj ⌃ S
�Ti,Tj (T � P ) = �Ti,Tj (P ) if Ti, Tj ⌃ P
�Ti,Tj (T � P ) = �Ti,Tj (T ) if Ti, Tj ⌃ T
�Ti,Tj (T � S � P ) = �Ti,Tj (T � P ) + 1 if Ti, Tj ⌥⌃ S
�Ti,Tj (T � S) = �Ti,Tj (T, S) + 1 if Ti ⌃ T, Tj ⌃ S
�Ti,Tj (T ) = ⇧ if Ti  tj ⌥⌃ T
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In other terms, the projective distance between Ti and Tj is equal to the
number of wide compositions and compartment layers that separate Ti

from Tj .
Given a wide term P = T1 ✓ · · · ✓ Tn, we need to define contexts
Cn[•, . . . , •] with exactly n holes in which one may embed P while pre-
serving nesting distance. Let generic contexts (with an arbitrary number
of holes) be inductively defined as:

T•, S• ::= • | T | (T•, S•) | T• {u/v} | Cm (T•) | (T•)\u

For any such context T• with exactly k holes, we write T• = Ck[•, . . . , •]
or simply T = Ck. Clearly, not all contexts of k holes will be valid place-
holders for wide terms of width k. Rather than trying to enumerate valid
contexts with n holes we use a procedure that generates valid matches
for terms of arbitrary width. We will then prove that this procedure is
both sound and complete in the sense that it finds only correct matches
for wide terms, and finds them all.

Let projection constraints ⇥ be words on the alphabet �
def
= {�, ⇥, •,↵}.

We use these constraints during the construction of a wide context Cn, as
an abstraction of the context that retains only the positions of compart-
ments borders, symbols � and ⇥, and holes, symbol •. In order to check
that Cn is a valid context, is will su⇥ce to make sure that the projec-
tion constraint is well-formed. For instance, the constraint ⇥ = •�•⇥• is
an abstraction of an invalid context with exactly three holes, that would
place the term T ✓ S ✓ T ⇤ in an environment where T and T ⇤ would be at
(projective) distance 0 instead of 2. Invalid constraints are detected dur-
ing the construction of a wide context (see Table 1), using the following
reduction relation:

Definition 3 (Valid constraints). Let ⇥ � �� be a projection con-
straint. Let · denote the concatenation of words in the alphabet �. Say
that ⇥ is valid if ⇥  ⌥ ↵ with ⌥ ⇧ ��⇥�� the least reflexive, transitive
and compatible relation engendered by:

• · � ·�⌥ ↵ ⇥·⇥ · • ⌥ ↵ ⇥ · �⌥ ↵

• · • ⌥ ↵ • · � · • · ⇥ · • ⌥ ↵ ↵ · ⇥ ⌥ ↵ ⇥ ·↵ ⌥ ↵

Let ⇤,⇤⇤, . . . denote (possibly empty) lists of parameter assignation of
the form [X1 ⌃ T1]; . . . ; [Xn ⌃ Tn] with V(Ti) = ⌦. We use |⇤| to denote
the set of parameter names in ⇤, and P⇤ to denote P in which parameters
have been substituted according to ⇤. The inductive construction of the
extension relation is given Table 1.

Definition 4 (Matches). A wide context Cn[•, . . . , •] with exactly n
holes and a parameter assignation list ⇤ form a match ✏Cn,⇤⇣ for a
wide term P = T1 ✓ · · · ✓ Tn in S if and only if:

P ⌅⌥� ✏Cn,⇤⇣ and Cn[T1, . . . , Tn]⇤ ⌅ S
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Local contexts:

Compatibility relation:

Term abstraction!

In other terms, the projective distance between Ti and Tj is equal to the
number of wide compositions and compartment layers that separate Ti

from Tj .
Given a wide term P = T1 ✓ · · · ✓ Tn, we need to define contexts
Cn[•, . . . , •] with exactly n holes in which one may embed P while pre-
serving nesting distance. Let generic contexts (with an arbitrary number
of holes) be inductively defined as:

T•, S• ::= • | T | (T•, S•) | T• {u/v} | Cm (T•) | (T•)\u

For any such context T• with exactly k holes, we write T• = Ck[•, . . . , •]
or simply T = Ck. Clearly, not all contexts of k holes will be valid place-
holders for wide terms of width k. Rather than trying to enumerate valid
contexts with n holes we use a procedure that generates valid matches
for terms of arbitrary width. We will then prove that this procedure is
both sound and complete in the sense that it finds only correct matches
for wide terms, and finds them all.

Let projection constraints ⇥ be words on the alphabet �
def
= {�, ⇥, •,↵}.

We use these constraints during the construction of a wide context Cn, as
an abstraction of the context that retains only the positions of compart-
ments borders, symbols � and ⇥, and holes, symbol •. In order to check
that Cn is a valid context, is will su⇥ce to make sure that the projec-
tion constraint is well-formed. For instance, the constraint ⇥ = •�•⇥• is
an abstraction of an invalid context with exactly three holes, that would
place the term T ✓ S ✓ T ⇤ in an environment where T and T ⇤ would be at
(projective) distance 0 instead of 2. Invalid constraints are detected dur-
ing the construction of a wide context (see Table 1), using the following
reduction relation:

Definition 3 (Valid constraints). Let ⇥ � �� be a projection con-
straint. Let · denote the concatenation of words in the alphabet �. Say
that ⇥ is valid if ⇥  ⌥ ↵ with ⌥ ⇧ ��⇥�� the least reflexive, transitive
and compatible relation engendered by:

• · � ·�⌥ ↵ ⇥·⇥ · • ⌥ ↵ ⇥ · �⌥ ↵

• · • ⌥ ↵ • · � · • · ⇥ · • ⌥ ↵ ↵ · ⇥ ⌥ ↵ ⇥ ·↵ ⌥ ↵

Let ⇤,⇤⇤, . . . denote (possibly empty) lists of parameter assignation of
the form [X1 ⌃ T1]; . . . ; [Xn ⌃ Tn] with V(Ti) = ⌦. We use |⇤| to denote
the set of parameter names in ⇤, and P⇤ to denote P in which parameters
have been substituted according to ⇤. The inductive construction of the
extension relation is given Table 1.

Definition 4 (Matches). A wide context Cn[•, . . . , •] with exactly n
holes and a parameter assignation list ⇤ form a match ✏Cn,⇤⇣ for a
wide term P = T1 ✓ · · · ✓ Tn in S if and only if:

P ⌅⌥� ✏Cn,⇤⇣ and Cn[T1, . . . , Tn]⇤ ⌅ S
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In other terms, the projective distance between Ti and Tj is equal to the
number of wide compositions and compartment layers that separate Ti

from Tj .
Given a wide term P = T1 ✓ · · · ✓ Tn, we need to define contexts
Cn[•, . . . , •] with exactly n holes in which one may embed P while pre-
serving nesting distance. Let generic contexts (with an arbitrary number
of holes) be inductively defined as:

T•, S• ::= • | T | (T•, S•) | T• {u/v} | Cm (T•) | (T•)\u

For any such context T• with exactly k holes, we write T• = Ck[•, . . . , •]
or simply T = Ck. Clearly, not all contexts of k holes will be valid place-
holders for wide terms of width k. Rather than trying to enumerate valid
contexts with n holes we use a procedure that generates valid matches
for terms of arbitrary width. We will then prove that this procedure is
both sound and complete in the sense that it finds only correct matches
for wide terms, and finds them all.

Let projection constraints ⇥ be words on the alphabet �
def
= {�, ⇥, •,↵}.

We use these constraints during the construction of a wide context Cn, as
an abstraction of the context that retains only the positions of compart-
ments borders, symbols � and ⇥, and holes, symbol •. In order to check
that Cn is a valid context, is will su⇥ce to make sure that the projec-
tion constraint is well-formed. For instance, the constraint ⇥ = •�•⇥• is
an abstraction of an invalid context with exactly three holes, that would
place the term T ✓ S ✓ T ⇤ in an environment where T and T ⇤ would be at
(projective) distance 0 instead of 2. Invalid constraints are detected dur-
ing the construction of a wide context (see Table 1), using the following
reduction relation:

Definition 3 (Valid constraints). Let ⇥ � �� be a projection con-
straint. Let · denote the concatenation of words in the alphabet �. Say
that ⇥ is valid if ⇥  ⌥ ↵ with ⌥ ⇧ ��⇥�� the least reflexive, transitive
and compatible relation engendered by:

• · � ·�⌥ ↵ ⇥·⇥ · • ⌥ ↵ ⇥ · �⌥ ↵

• · • ⌥ ↵ • · � · • · ⇥ · • ⌥ ↵ ↵ · ⇥ ⌥ ↵ ⇥ ·↵ ⌥ ↵

Let ⇤,⇤⇤, . . . denote (possibly empty) lists of parameter assignation of
the form [X1 ⌃ T1]; . . . ; [Xn ⌃ Tn] with V(Ti) = ⌦. We use |⇤| to denote
the set of parameter names in ⇤, and P⇤ to denote P in which parameters
have been substituted according to ⇤. The inductive construction of the
extension relation is given Table 1.

Definition 4 (Matches). A wide context Cn[•, . . . , •] with exactly n
holes and a parameter assignation list ⇤ form a match ✏Cn,⇤⇣ for a
wide term P = T1 ✓ · · · ✓ Tn in S if and only if:

P ⌅⌥� ✏Cn,⇤⇣ and Cn[T1, . . . , Tn]⇤ ⌅ S

9

�•� • �•�

T1 T2 T3

jeudi 9 janvier 14



D D D

D

C

C
DCD4Su

Tm

D

Chem. receptor

T-cell membrane
HIV vesicle

D D D D

Valid wide matches

In other terms, the projective distance between Ti and Tj is equal to the
number of wide compositions and compartment layers that separate Ti

from Tj .
Given a wide term P = T1 ✓ · · · ✓ Tn, we need to define contexts
Cn[•, . . . , •] with exactly n holes in which one may embed P while pre-
serving nesting distance. Let generic contexts (with an arbitrary number
of holes) be inductively defined as:

T•, S• ::= • | T | (T•, S•) | T• {u/v} | Cm (T•) | (T•)\u

For any such context T• with exactly k holes, we write T• = Ck[•, . . . , •]
or simply T = Ck. Clearly, not all contexts of k holes will be valid place-
holders for wide terms of width k. Rather than trying to enumerate valid
contexts with n holes we use a procedure that generates valid matches
for terms of arbitrary width. We will then prove that this procedure is
both sound and complete in the sense that it finds only correct matches
for wide terms, and finds them all.

Let projection constraints ⇥ be words on the alphabet �
def
= {�, ⇥, •,↵}.

We use these constraints during the construction of a wide context Cn, as
an abstraction of the context that retains only the positions of compart-
ments borders, symbols � and ⇥, and holes, symbol •. In order to check
that Cn is a valid context, is will su⇥ce to make sure that the projec-
tion constraint is well-formed. For instance, the constraint ⇥ = •�•⇥• is
an abstraction of an invalid context with exactly three holes, that would
place the term T ✓ S ✓ T ⇤ in an environment where T and T ⇤ would be at
(projective) distance 0 instead of 2. Invalid constraints are detected dur-
ing the construction of a wide context (see Table 1), using the following
reduction relation:

Definition 3 (Valid constraints). Let ⇥ � �� be a projection con-
straint. Let · denote the concatenation of words in the alphabet �. Say
that ⇥ is valid if ⇥  ⌥ ↵ with ⌥ ⇧ ��⇥�� the least reflexive, transitive
and compatible relation engendered by:

• · � ·�⌥ ↵ ⇥·⇥ · • ⌥ ↵ ⇥ · �⌥ ↵

• · • ⌥ ↵ • · � · • · ⇥ · • ⌥ ↵ ↵ · ⇥ ⌥ ↵ ⇥ ·↵ ⌥ ↵

Let ⇤,⇤⇤, . . . denote (possibly empty) lists of parameter assignation of
the form [X1 ⌃ T1]; . . . ; [Xn ⌃ Tn] with V(Ti) = ⌦. We use |⇤| to denote
the set of parameter names in ⇤, and P⇤ to denote P in which parameters
have been substituted according to ⇤. The inductive construction of the
extension relation is given Table 1.

Definition 4 (Matches). A wide context Cn[•, . . . , •] with exactly n
holes and a parameter assignation list ⇤ form a match ✏Cn,⇤⇣ for a
wide term P = T1 ✓ · · · ✓ Tn in S if and only if:

P ⌅⌥� ✏Cn,⇤⇣ and Cn[T1, . . . , Tn]⇤ ⌅ S
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Valid wide matches

In other terms, the projective distance between Ti and Tj is equal to the
number of wide compositions and compartment layers that separate Ti

from Tj .
Given a wide term P = T1 ✓ · · · ✓ Tn, we need to define contexts
Cn[•, . . . , •] with exactly n holes in which one may embed P while pre-
serving nesting distance. Let generic contexts (with an arbitrary number
of holes) be inductively defined as:

T•, S• ::= • | T | (T•, S•) | T• {u/v} | Cm (T•) | (T•)\u

For any such context T• with exactly k holes, we write T• = Ck[•, . . . , •]
or simply T = Ck. Clearly, not all contexts of k holes will be valid place-
holders for wide terms of width k. Rather than trying to enumerate valid
contexts with n holes we use a procedure that generates valid matches
for terms of arbitrary width. We will then prove that this procedure is
both sound and complete in the sense that it finds only correct matches
for wide terms, and finds them all.

Let projection constraints ⇥ be words on the alphabet �
def
= {�, ⇥, •,↵}.

We use these constraints during the construction of a wide context Cn, as
an abstraction of the context that retains only the positions of compart-
ments borders, symbols � and ⇥, and holes, symbol •. In order to check
that Cn is a valid context, is will su⇥ce to make sure that the projec-
tion constraint is well-formed. For instance, the constraint ⇥ = •�•⇥• is
an abstraction of an invalid context with exactly three holes, that would
place the term T ✓ S ✓ T ⇤ in an environment where T and T ⇤ would be at
(projective) distance 0 instead of 2. Invalid constraints are detected dur-
ing the construction of a wide context (see Table 1), using the following
reduction relation:

Definition 3 (Valid constraints). Let ⇥ � �� be a projection con-
straint. Let · denote the concatenation of words in the alphabet �. Say
that ⇥ is valid if ⇥  ⌥ ↵ with ⌥ ⇧ ��⇥�� the least reflexive, transitive
and compatible relation engendered by:

• · � ·�⌥ ↵ ⇥·⇥ · • ⌥ ↵ ⇥ · �⌥ ↵

• · • ⌥ ↵ • · � · • · ⇥ · • ⌥ ↵ ↵ · ⇥ ⌥ ↵ ⇥ ·↵ ⌥ ↵

Let ⇤,⇤⇤, . . . denote (possibly empty) lists of parameter assignation of
the form [X1 ⌃ T1]; . . . ; [Xn ⌃ Tn] with V(Ti) = ⌦. We use |⇤| to denote
the set of parameter names in ⇤, and P⇤ to denote P in which parameters
have been substituted according to ⇤. The inductive construction of the
extension relation is given Table 1.

Definition 4 (Matches). A wide context Cn[•, . . . , •] with exactly n
holes and a parameter assignation list ⇤ form a match ✏Cn,⇤⇣ for a
wide term P = T1 ✓ · · · ✓ Tn in S if and only if:

P ⌅⌥� ✏Cn,⇤⇣ and Cn[T1, . . . , Tn]⇤ ⌅ S
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Valid wide matches

In other terms, the projective distance between Ti and Tj is equal to the
number of wide compositions and compartment layers that separate Ti

from Tj .
Given a wide term P = T1 ✓ · · · ✓ Tn, we need to define contexts
Cn[•, . . . , •] with exactly n holes in which one may embed P while pre-
serving nesting distance. Let generic contexts (with an arbitrary number
of holes) be inductively defined as:

T•, S• ::= • | T | (T•, S•) | T• {u/v} | Cm (T•) | (T•)\u

For any such context T• with exactly k holes, we write T• = Ck[•, . . . , •]
or simply T = Ck. Clearly, not all contexts of k holes will be valid place-
holders for wide terms of width k. Rather than trying to enumerate valid
contexts with n holes we use a procedure that generates valid matches
for terms of arbitrary width. We will then prove that this procedure is
both sound and complete in the sense that it finds only correct matches
for wide terms, and finds them all.

Let projection constraints ⇥ be words on the alphabet �
def
= {�, ⇥, •,↵}.

We use these constraints during the construction of a wide context Cn, as
an abstraction of the context that retains only the positions of compart-
ments borders, symbols � and ⇥, and holes, symbol •. In order to check
that Cn is a valid context, is will su⇥ce to make sure that the projec-
tion constraint is well-formed. For instance, the constraint ⇥ = •�•⇥• is
an abstraction of an invalid context with exactly three holes, that would
place the term T ✓ S ✓ T ⇤ in an environment where T and T ⇤ would be at
(projective) distance 0 instead of 2. Invalid constraints are detected dur-
ing the construction of a wide context (see Table 1), using the following
reduction relation:

Definition 3 (Valid constraints). Let ⇥ � �� be a projection con-
straint. Let · denote the concatenation of words in the alphabet �. Say
that ⇥ is valid if ⇥  ⌥ ↵ with ⌥ ⇧ ��⇥�� the least reflexive, transitive
and compatible relation engendered by:

• · � ·�⌥ ↵ ⇥·⇥ · • ⌥ ↵ ⇥ · �⌥ ↵

• · • ⌥ ↵ • · � · • · ⇥ · • ⌥ ↵ ↵ · ⇥ ⌥ ↵ ⇥ ·↵ ⌥ ↵

Let ⇤,⇤⇤, . . . denote (possibly empty) lists of parameter assignation of
the form [X1 ⌃ T1]; . . . ; [Xn ⌃ Tn] with V(Ti) = ⌦. We use |⇤| to denote
the set of parameter names in ⇤, and P⇤ to denote P in which parameters
have been substituted according to ⇤. The inductive construction of the
extension relation is given Table 1.

Definition 4 (Matches). A wide context Cn[•, . . . , •] with exactly n
holes and a parameter assignation list ⇤ form a match ✏Cn,⇤⇣ for a
wide term P = T1 ✓ · · · ✓ Tn in S if and only if:

P ⌅⌥� ✏Cn,⇤⇣ and Cn[T1, . . . , Tn]⇤ ⌅ S
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Valid wide matches

In other terms, the projective distance between Ti and Tj is equal to the
number of wide compositions and compartment layers that separate Ti

from Tj .
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Let ⇤,⇤⇤, . . . denote (possibly empty) lists of parameter assignation of
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the set of parameter names in ⇤, and P⇤ to denote P in which parameters
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Results

(ax.)
|⌅| = V(T )

T ⇧⇧• �C[•],⌅�
P ⇧⇧� �T•,⌅� m fresh �·⇤·⇥ ⌥⇧ �

P ⇧⇧��⇥ �Cm(T•),⌅�
(wrap)

P ⇧⇧�0 �T•,⌅� Q ⇧⇧�1 �S•,⌅
⇤� ⇤0 · ⇤1 ⌥⇧ �

P ⇣ Q ⇧⇧�0�1 �C[T•, S•],⌅;⌅⇤� (comp)

Table 1: The extension relation. Contexts C[•] are local contexts of Definition 1.

Furthermore, a pair r = �P,Q� with w(P ) = w(Q) = n and V(P ) = V(Q)
generates a transition T ⇧r S if the match �Cn[•, . . . , •],⌅� for P in T
is a match for Q in S.
We conclude this section with the expected soundness and completeness
results for our extension relation with respect to projective distance.

Theorem 1 (Soundness). Let �Cn[•, . . . , •],⌅� be a match for a wide
term P in a local term T . For all disjoint local term occurrences S, S⇤ ⌃
P , we have �S,S�(P ) = �S,S�(T ).

Theorem 2 (Completeness). Let P = T1 ⇣ · · · ⇣ Tn be a wide term
and Cn[•, . . . , •] be a generic context with exactly n holes. Let also T ⇤
Cn[T1, . . . , Tn]⌅ for some parameter assignation ⌅. If for all i, j ⌅ n one
has �Ti,Tj (P ) = �Ti,Tj (T ), then P ⇧⇧� �Cn,⌅� is derivable, for some
⇤ ⌃ (⇥\ {�})�.

4.3 Generators

The generators are presented Fig. 3, keeping with the graphical con-
vention introduced earlier. We add here compartments, represented as
nodes with double line boundaries, and variables. Wide terms are sim-
ply represented next to each others. Crucially, the possibility to express
compartment patches independently of their general curvature, allows us
to maintain a minimal set of generators. Rules specifying curvature are
then obtained as refinements of these generators. The wide versions of
the fuse and cleave generators now allow for the representation of trans-
membrane proteins (aka receptors). Note that we do not generalize the
connect and disconnect generators to keep with the fact that protein-
protein interactions are local.
The other generators rely on the intuition, sketched in an earlier work
on bigraphs [12], that dynamic molecular compartments can be mod-
eled using an intermediate step where two compartments are connected
by a “neck”. This neck, visible in generators pinch, merge, touch and
unsafe-di�use, is represented by two connected channel nodes, which are
particular info nodes. In the unsafe-di�use rule, they are used to indicate
that molecules can translocate from one location to another, along the
channel edge. This rule can be applied in order to populate a vesicle after
pinch or touch, and until part or merge is applied.
At this stage our language is equipped with ways to model dynamic com-
partments and di�usion. Yet, consistency of the biological interpretation
of C2 terms relies on a careful usage of the unsafe-di�use rule. Indeed,
nothing prevents modelers from using this generator to stretch a protein
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Fig. 3: Generators for C2.

across several membranes by di�using only a part of it, violating the de-
sired invariant that only a backbone edge may cross a compartment (in
the case of a receptor). In order to correct for this, we need to restrict dif-
fusion to instances that will preserve biological soundness of terms. The
final step in the design of our language is aimed at solving this question.

5 C3: moving molecules

5.1 Terms

Let specBS be a family of B and S indexed terminal symbols (distinct from
all others) with B � B and S � S. The grammar generating terms of C3

extends the previous one the following way:

T, S ::= . . . (local terms)
G,H ::= T | specBS (T ) | (G,H) (global terms)
P,Q ::= G | (P ⌃ Q) | . . . (wide terms)

where specBS (T ) denotes the fact that term T describes a partial species,
i.e is either a connected component or a pattern that should be placed
in a context that will make it connected. The sets B and S are essentially
for convenience since they can be both retrieved from T as they contain
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respectively backbone and site names that are not bound in T . The idea
behind C3 is that although connectivity, i.e transitive closure of name
sharing, is a property one may not want to consider in general, it becomes
relevant for some particular interactions including di�usion. We will come
back to this in the section describing the new generators.
Structural congruence allows us to form spec nodes on demand. To do
so, we extend previous structural laws with the following ones:

Da(x1, . . . , xk) ⇤ spec{a}{x1,...,xk}
(Da(x1, . . . , xk))

fn(D) � (B � S) ⌥= � B⇥ = B � (fn(D) � B) S⇥ = S � (fn(D) � S)
specBS (T ), D ⇤ specB�

S� (T,D)

fn(T ⇥) � (B � S) ⌥= � B⇥ = B � (fn(T ⇥) � B) S⇥ = S � (fn(T ⇥) � S)
specBS (T ),C(T

⇥) ⇤ specB�
S� (T,C(T

⇥))

u ⌃ B � S B⇥ def
= B� {u} S⇥ def

= S� {u}
specBS (T )\u ⇤ specB�

S� (T\u)
T ⇤ T ⇥

specBS (T ) ⇤ specBS (T
⇥)

Intuitively, the left to right orientation of the above first three equations
allows one to capture more knowledge about connectivity, while the other
direction is forgetful.
In order to ease the understanding of the generators presented in the
next section, let us give a simple example of the usage of a species term
in a pattern. Consider the term P = (speca⇤(X) ✓ speca⇤(Y ))\a which
denotes a transmembrane complex split in two parts X and Y on both
sides of a membrane. We wish to find a match for P in the term:

T =
�
Da

m1
(x), SH2m1 ,Cm2(D

a
m3

(y),Db
m4

(y))
⇥
\a\b\x\y

To do so, we first need to turn T into a form that makes the desired
connectivity apparent:

T ⇤ (speca⇤(D
a
m1

(x)\x), SH2m1 ,Cm2(spec
a
⇤(D

a
m3

(y),Db
m4

(y)\b\y)))\a

Then, using the extension relation, we generate a context and a list of
parameter assignations that will define a valid match for P in T :

P ⇥⇧•�•⇥ ⇣C2[•, •],�⌘

with C2[•, •] = (•, SH2n,Cm(•))\a {m2/m} {m1/n} and � is the param-
eter assignation list [X ⌅ Da

m1
(x)\x]; [Y ⌅ Da

m3
(y),Db

m4
(y)\b\y]. One

verifies that, indeed C[speca⇤(X), speca⇤(Y )]� ⇤ T . Note that the second
match for P in T can be obtained using the alternative projection choice.

5.2 Generators

Generators are given Fig. 4. They extend the generators of all previous
stages, to the exception of the unsafe-di�use rule that is replaced by its
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sired invariant that only a backbone edge may cross a compartment (in
the case of a receptor). In order to correct for this, we need to restrict dif-
fusion to instances that will preserve biological soundness of terms. The
final step in the design of our language is aimed at solving this question.
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Intuitively, the left to right orientation of the above first three equations
allows one to capture more knowledge about connectivity, while the other
direction is forgetful.
In order to ease the understanding of the generators presented in the
next section, let us give a simple example of the usage of a species term
in a pattern. Consider the term P = (speca⇤(X) ✓ speca⇤(Y ))\a which
denotes a transmembrane complex split in two parts X and Y on both
sides of a membrane. We wish to find a match for P in the term:

T =
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To do so, we first need to turn T into a form that makes the desired
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(x)\x), SH2m1 ,Cm2(spec
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⇤(D

a
m3

(y),Db
m4

(y)\b\y)))\a

Then, using the extension relation, we generate a context and a list of
parameter assignations that will define a valid match for P in T :

P ⇥⇧•�•⇥ ⇣C2[•, •],�⌘

with C2[•, •] = (•, SH2n,Cm(•))\a {m2/m} {m1/n} and � is the param-
eter assignation list [X ⌅ Da
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verifies that, indeed C[speca⇤(X), speca⇤(Y )]� ⇤ T . Note that the second
match for P in T can be obtained using the alternative projection choice.

5.2 Generators

Generators are given Fig. 4. They extend the generators of all previous
stages, to the exception of the unsafe-di�use rule that is replaced by its
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channel channel channel channel

X X

diffuse

(spec��(X), channelm ⇥ 0 ⇥ channelm)\m � (channelm ⇥ 0 ⇥ channelm, spec��(X))\m

Fig. 4: C3 generators. In the intra generator, let x̃
def
= {x1, . . . , xk} and ỹ

def
= {y1, . . . , yq},

x̃� def
= x̃ {z/xi} and ỹ� def

= ỹ {z/yj}

safe counterparts. We keep with the graphical conventions introduced
earlier, and use cloud nodes to denote (partial or total) species.
As one may see Fig. 4, we have now two generators for di�usion. The first
one models classical di�usion: a total species may move from one com-
partment connected to another one via a channel. The second generator
models di�usion of transmembrane species: two partial and parametric
species denote, respectively, both sides of a transmembrane complex. The
side of the complex whose content is X may translocate while the other
side stays in its current location. The result of this operation in the two
possible projections, is informally depicted on both sides of the generator
and corresponds to the di�usion of a transmembrane complex along the
neck. Eventually the intra generator stands for intra-molecular complex
formation4.

Definition 5 (Mixture). Say that a term P is a mixture if:
– w(P ) = 1, fn(P ) = ⌅ and P is parameter free
– Site edges have exactly two sites and do not cross compartments
– Backbone hyper edges cross at most one compartment
– Each species node contains a single connected component

Property 1 (Preservation). Let R be a set of generated rules and let P
be a mixture. If P ⇥r Q with r ⇤ R then Q is a mixture.

As a corollary of the above property, one has that a term containing
specBS (T, S) can only have a match in a mixture where T and S are part
of the same connected component, which is a guarantee of the soundness
of the intra generator.

4 This generator cannot be obtained as a refinement of connect since specBS (•) is not
a valid local context.
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4 This generator cannot be obtained as a refinement of connect since specBS (•) is not
a valid local context.

13

jeudi 9 janvier 14



Summary

• A language expressive enough to model a 
large swath of systems biology in an 
algebraic fashion

• Relies on a minimal set of generators 
(thanks to projectivity)

• Simulating generators is enough (the rest 
are refinements)!
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«I took biology because I 
didn’t want to do math» 

a biologist at HMS
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